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Abstract—Assuming there are always sufficient data waiting to
be transmitted, adaptive modulation and coding (AMC) schemes at
the physical layer have been traditionally designed separately from
higher layers. However, this assumption is not always valid when
queuing effects are taken into account at the data link layer. In
this paper, we analyze the joint effects of finite-length queuing and
AMC for transmissions over wireless links. We present a general
analytical procedure, and derive the packet loss rate, the average
throughput, and the average spectral efficiency (ASE) of AMC.
Guided by our performance analysis, we introduce a cross-layer
design, which optimizes the target packet error rate of AMC at
the physical layer, to minimize thpacket loss rate and maximize the
average throughput, when combined with a finite-length queue at
the data link layer. Numerical results illustrate the dependence of
system performance on various parameters, and quantify the per-
formance gain due to cross-layer optimization. Our focus is on the
single user case, but we also discuss briefly possible applications to
multiuser scenarios.

Index Terms—Adaptive modulation and coding (AMC), cross-
layer design, discrete time Markov chain, quality of service (QoS),
queuing analysis, wireless networks.

I. INTRODUCTION

I N MULTIMEDIA wireline-wireless communication net-
works, the demand for high data rates and quality of service

is growing at a rapid pace. The “bottleneck” in such networks
is the wireless link, not only because wireless resources (band-
width and power) are more scarce and expensive relative to
their wireline counterparts, but also because the overall system
performance degrades markedly due to multipath fading,
Doppler, and time-dispersive effects introduced by the wireless
propagation. In order to enhance the spectral efficiency while
adhering to a target error performance over wireless channels,
adaptive modulation and coding (AMC) has been widely used
to match transmission parameters to time-varying channel
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conditions [4], [7], [9], [10], [16]. Due to its attractive rate
and error performance characteristics, AMC has been adopted
at the physical layer of several standards, e.g., 3GPP, 3GPP2,
HIPERLAN/2, IEEE 802.11a, IEEE 802.15.3 and IEEE 802.16
[1]–[3], [8], [11].

However, existing AMC schemes rely on the salient assump-
tion that data are continuously available at the transmitter: what-
ever modulation-coding modes (pairs) are chosen at the phys-
ical layer to match the wireless channel, there are sufficient data
waiting to be transmitted in the queues (buffers) at the data link
layer. However, in practical communication systems with ran-
domly arriving data streams, the queues may be empty from
time to time, even though the wireless channel can accommo-
date transmissions. For example, data streams from wide-area
networks (WAN) arrive according to a Poisson or a Bernoulli
distributed process [5], [20]. This leads to a dynamic behavior
of the queue, the impact of which on AMC has not been inves-
tigated so far.

On the other hand, the service process of the queue feeding
an AMC module, is no longer deterministic, which is not the
case with nonadaptive modulations. Indeed, the service process
is affected by the wireless medium, and depends on how the
AMC module adapts its parameters to channel variations. Fur-
thermore, the queue length (buffer size) is finite in practice.
When the buffer is full and overflow occurs, excess packets have
to be dropped. The effect of overflow also needs to be taken into
account when analyzing the overall system performance.

The interaction of queuing at the data link layer with AMC
at the physical layer provides interesting design problems.
Consider for instance the packet loss rate of the end-to-end
system, that is defined as the ratio of the number of incorrectly
received packets at the destination over those transmitted from
the source. The packet loss rate is affected by both the queuing
overflow, and the packet reception error. Designing protocols
with either overflow or reception error criteria only, may not
lead to the “overall best” performance. It is thus important to
optimize these two components jointly across layers.

In this paper, we analyze the joint effect of finite-length
queuing and AMC. We first characterize the queuing service
process dictated by AMC, and derive the queue state recursion.
Then, we construct a finite state Markov chain (FSMC) with a
state pair containing both the queue and the queue server states,
and compute its stationary distribution. The latter enables us
to obtain the packet loss rate, the average throughput, and
the average spectral efficiency (ASE) of AMC. Based on this
performance analysis, we develop a cross-layer design, which
optimizes the target packet error rate of AMC at the physical
layer, to minimize the system packet loss rate and maximize
the average throughput, when combined with a finite-length
queue at the data link layer. Numerical results illustrate the
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Fig. 1. End-to-end wired-wireless connection.

Fig. 2. Wireless link with combined queuing and AMC.

Fig. 3. Cross-layer structure combining AMC with queuing.

dependence of system performance on various parameters, and
quantify the performance gain due to cross-layer optimization.

As in [4], [7], [9], [10], and [16] for conventional AMC de-
signs, we focus on the single user case, but we also touch upon
possible applications of our analytical approach to multiuser
scenarios.

The rest of this paper is organized as follows. We introduce
the system model in Section II. We present an analytical pro-
cedure to investigate the performance of the combined queuing
with AMC in Section III, and derive a cross-layer design para-
digm in Section IV. We then discuss possible extensions in Sec-
tion V, collect numerical results in Section VI, and finally draw
concluding remarks in Section VII.

II. SYSTEM MODEL

A. System Description

Fig. 1 illustrates an end-to-end connection between a server
(source) and a subscriber (destination), which includes a wire-
less link with a single-transmit and a single-receive antenna.
We focus on the downlink here, although our results are appli-
cable to the uplink as well. As depicted in Fig. 2, a finite-length

queue (buffer) is implemented at the transmitter, and operates in
a first-in-first-out (FIFO) mode. The queue feeds the AMC con-
troller at the transmitter. The AMC selector is implemented at
the receiver. The layer structure of the system under considera-
tion is shown in Fig. 3. The processing unit at the data link layer
is a packet, which comprises multiple information bits. On the
other hand, the processing unit at the physical layer is a frame,
which consists of multiple transmitted symbols. The packet and
frame structures will be detailed soon.

We assume that multiple transmission modes are available,
with each mode representing a pair of a specific modulation
format, and a forward error correcting (FEC) code, as in the
HIPERLAN/2 and the IEEE 802.11a standards. Based on
channel state information (CSI) estimated at the receiver, the
AMC selector determines the modulation-coding pair (mode),
which is sent back to the transmitter through a feedback
channel, for the AMC controller to update the transmission
mode. Coherent demodulation and maximum-likelihood (ML)
decoding are employed at the receiver. The decoded bit streams
are mapped to packets, which are pushed upwards to layers
above the physical layer.
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TABLE I
TRANSMISSION MODES IN TM1 WITH UNCODED M -QAM MODULATION

TABLE II
TRANSMISSION MODES IN TM2 WITH CONVOLUTIONALLY

CODED MODULATION

(The generator polynomial of the mother code is g = [133;171]. The coding
rates are obtained from the puncturing pattern P2 in the HIPERLAN/2 standard.)

We consider the following group of transmission modes.

TM1: Uncoded (without FEC) -ary rectangular or square
QAM modes, where , with
[26].

TM2: Convolutionally coded -ary rectangular or square
QAM modes, adopted from the HIPERLAN/2 or the
IEEE 802.11a standards [8].

The transmission modes in TM1 and TM2 are listed in Tables I
and II, respectively, in a rate ascending order. Although we will
focus on TM1 and TM2, other transmission modes can be sim-
ilarly constructed [1]–[3], [11].

At the physical layer, we deal with frame by frame trans-
missions, where each frame contains a fixed number of sym-
bols ( ). Given a fixed symbol rate as in [1], [8], the frame
duration ( seconds) is constant, and represents the time-unit
throughout this paper. Each frame at the physical layer may con-
tain one or more packets from the data link layer. The packet
and frame structures are depicted in Fig. 4. Each packet con-
tains a fixed number of bits ( ), which include packet header,
payload, and cyclic redundancy check (CRC) bits. After mod-
ulation and coding with mode of rate (bits/symbol), each
packet is mapped to a symbol-block containing sym-
bols. Multiple such blocks, together with pilot symbols and
control parts, constitute one frame to be transmitted at the phys-
ical layer, as in the HIPERLAN/2 and the IEEE 802.11a stan-
dards [8]. If mode is used, it follows that the number of sym-
bols per frame is , which implies that
(the number of packets per frame) depends on the chosen mode.
The queue at the data link layer has finite-length (capacity) of

packets.
We next list all our operating assumptions.
1) The channel is frequency flat, and remains invariant per

frame, but is allowed to vary from frame to frame. This
corresponds to a block fading model, which is suitable
for slowly-varying wireless channels. As a consequence,
AMC is adjusted on a frame-by-frame basis.

Fig. 4. Packet and frame structures.

2) Perfect channel state information (CSI) is available at
the receiver using training-based channel estimation. The
corresponding mode selection is fed back to the trans-
mitter without error and latency, as assumed also in [4],
[9].

The assumption that the feedback channel is error free
and has no latency, could be (at least approximately) sat-
isfied by using coded and fast feedback channels. On the
other hand, the effects of imperfect CSI on AMC have
been investigated in [4], [15], [29], and suggest further
practical considerations that go beyond the scope of this
paper.

3) If the queue is full, the additional arriving packets will
be dropped, and will not be recovered by end-to-end
(server-to-subscriber), or, link-layer retransmissions.

This can be afforded by the user datagram protocol
(UDP) for instance, where retransmission can be denied
when delay or buffer-size constraints are violated [28].

4) Error detection based on CRC is perfect, provided that
sufficiently reliable error detection CRC codes are used
[14]. As in [14], the packet header and the CRC parity bits
per packet are not included in the throughput calculation,
because they introduce negligible redundancy relative to
the number of payload bits.

Although no retransmission is provided per A3, UDP
employs CRC to verify the integrity of packets, and detect
errors in the packet header or payload [28].

5) If a packet is not received correctly at the receiver after
error detection, we drop it, and declare packet loss as in
[28].

Assumption A5 is reasonable and can be afforded by
e.g., UDP-based video transmissions, because the under-
lying bit streams represent highly correlated contents.

For flat fading channels adhering to A1, the channel quality
can be captured by a single parameter, namely the received
signal-to-noise ratio (SNR) . Since the channel varies from
frame to frame, we adopt the general Nakagami- model to
describe statistically [21]. The received SNR per frame
is thus a random variable with a Gamma probability density
function (pdf)

(1)
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where is the average received SNR,
is the Gamma function, and is the

Nakagami fading parameter ( ). We choose the Nak-
agami- channel model because it encompasses a large class
of fading channels, e.g., it includes the Rayleigh channel as a
special case when . An one-to-one mapping between the
Ricean factor and the Nakagami fading parameter allows
also Ricean channels to be well approximated by Nakagami-
channels [21].

B. AMC

The objective of AMC is to maximize the data rate by
adjusting transmission parameters to the available CSI, while
maintaining a prescribed packet error rate . Let denote
the total number of transmission modes available ( for
both TM1 and TM2). As in [4], we assume constant power
transmission, and partition the entire SNR range into
nonoverlapping consecutive intervals, with boundary points
denoted by . Specifically

mode is chosen when (2)

To avoid deep channel fades, no data are sent when
, which corresponds to the mode with rate

(bits/symbol). The design objective for AMC is to determine
the boundary points .

For simplicity, we approximate the packet error rate (PER) in
the presence of additive white Gaussian noise (AWGN), as [12,
eq. (5)]

if
if (3)

where is the mode index, is the received SNR, and the mode-
dependent parameters , , and are obtained by fitting (3)
to the exact PER.1 With packet length , the fitting
parameters for transmission modes TM1 and TM2 are provided
in Tables I and II, respectively [12]. Based on (1) and (2), the
mode will be chosen with probability [4, eq. (34)]

(4)

where is the complementary
incomplete Gamma function. Let denote the average
PER corresponding to mode . In practice, we have
and thus obtain in closed-form as (cf. [4, eq.(37)])

(5)

1A similar approximation was adopted in [10] but for the bit error rate.

where . The average PER of AMC can then be
computed as the ratio of the average number of packets in error
over the total average number of transmitted packets [4]

(6)

We want to find the thresholds , so that the pre-
scribed is achieved for each mode: , which nat-
urally leads to based on (6). Given , and , the
following threshold searching algorithm determines ,
and guarantees that is exactly .

Step 1) Set , and .
Step 2) For each , search for the unique

that satisfies

(7)

Step 3) If , set , and go to Step 2;
otherwise, go to Step 4.

Step 4) Set .
The SNR region corresponding to transmission

mode constitutes the channel state indexed by . To describe
the transition of these channel states, we rely on a FSMC model,
which we develop next.

C. FSMC Channel Model

As in [17], we adopt an FSMC channel model to analyze the
performance of our system. Assuming slow fading conditions so
that transition happens only between adjacent states, the proba-
bility of transition exceeding two consecutive states is zero [17],
[23], [27], i.e.,

(8)

The adjacent-state transition probability can be determined by
[17, eqs. (5) and (6)]:

if

if (9)

where is the cross-rate of mode (either upward or down-
ward), which can be estimated as [25, eq. (17)]

(10)

where denotes the mobility-induced Doppler spread. The
probability of staying at the same state is [23]

if
if
if .

(11)
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In summary, we model the channel as a FSMC with an
state transition matrix, which is banded as

...
. . .

. . .
...

(12)

III. PERFORMANCE ANALYSIS

In this section, we will quantify the joint effects of finite-
length queuing and AMC. The end-to-end performance in sys-
tems including both wired and wireless connections is usually
dominated by the performance over the wireless link. As figures
of merit, we will focus on the packet loss rate and the packet
throughput, for transmissions over the wireless link.

Due to finite-length queuing, arriving packets will be dropped
when the queue is full. Let denote the packet dropping (over-
flow or blocking) probability upon queuing. A packet from the
source is correctly received by the subscriber, only if it is not
dropped from the queue (with probability ), and it is cor-
rectly received through the wireless channel (with probability

). Hence, the probability of a packet received correctly is
, and the packet loss rate can be expressed as

(13)

The average throughput can then be evaluated as:

(14)

where is the packet arrival rate upon the queue at the base
station. Hence, to evaluate the system performance in terms of
packet loss rate and average throughput, the key is to find .

In order to obtain , we pursue the following queuing anal-
ysis.

A. Queuing Analysis

We will subsequently model and analyze the queuing arrival
process, the service process and the queue state recursion. We
will then construct an enlarged FSMC containing both the queue
and queue server states and derive the joint stationary distribu-
tion.

1) Arrival Process: Let index the time units and denote
the number of packets arriving at time . The process is sta-
tionary with and independent of the queue state
as well as the channel state. For simplicity, we assume that
is Poisson distributed with parameter [5, pp. 164]

if
otherwise

(15)

which leads to . Then, we have
.

2) Queue Service Process: Different from nonadaptive
modulations, AMC dictates a dynamic, rather than determin-
istic, service process for the queue, with a variable number of
packets transmitted per time unit. Let (packets/time-unit)
denote the number of packets transmitted using AMC at

Fig. 5. Recursive queuing model.

time . Corresponding to each transmission mode , let
(packets/time-unit) denote the number of packets transmitted
per time-unit. We then have

(16)

where takes positive integer values (see also Fig. 4). Suppose
that for the rate transmission mode (e.g., Mode 1 in TM1,
or, Mode 2 in TM2), a total of packets can be accommodated
per frame, i.e.,

Parameter depends on the system resource allocated per user,
which is up to the designer’s choice.

As specified in (16), the AMC module yields a queue server
with a total of states , with the service process
representing the evolution of server states. Since the AMC mode

is chosen when the channel enters the state , we model the
service process as a FSMC with transition probability matrix
given by (12).

3) Queue State Recursion: Having modeled the queue ser-
vice process, we now focus on the queue itself. Let denote
the queue state (the number of packets in the queue) at the end
of time-unit , or, at the beginning of time-unit , as shown
in Fig. 5. It is clear that .

We assume that the transmitter first moves packets out of the
queue at the beginning of time , based on the server state .
Arriving packets are placed in the queue throughout the time .
After moving packets out of the queue, the number of packets
left in the queue is

(17)

The number of free slots in the queue at the beginning of time
is thus

(18)

Let us now focus on the packets arriving at time . If ,
all arrivals enter the queue and the queue state becomes

. On the other hand, if , only packets enter
the queue and the remaining packets are dropped. The
corresponding queue state becomes . The recursion of
the queue state can, therefore, be summarized as follows:

(19)

Notice that the queue state depends on
from (19). Since is independent of and , we can iso-
late from the state pair , where and are
closely related. In order to analyze the system behavior, we have
to construct an augmented FSMC with a state pair
containing both the queue and the server states; a similar ap-
proach is taken in [20]. Once the joint stationary distribution
of is found, the stationary distribution of the queue

can be also found as a marginal distribution. However, this
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Fig. 6. Markov chain diagram describing the transition of the pair containing both queue and channel states.

step is not necessary since our desired quantities will be directly
evaluated based on the joint distribution.

4) Stationary Distribution: Let denote the pair
of queue and server states, and let denote the transi-
tion probability from to

, where , and . We illustrate the
Markov chain diagram in Fig. 6 and organize the state transition
probability matrix in a block form

...
...

. . .
...

(20)

where the submatrix is defined as

...
. . .

... (21)

We next simplify as

(22)

where the last equality follows from the fact that only
depends on . As explained in Section III-A2,

can be found from the entries of in (12). Based on
(19), one can easily verify that

if
if .

(23)

Combining (21)–(23), we obtain in (20).

In Theorem 1 of the Appendix , we prove that the stationary
distribution of the FSMC exists and is unique. Let
this stationary distribution be

(24)

For notational convenience, let also
, and define the row vector

(25)

The stationary distribution of can then be computed
from the equality [5], [6]

(26)

which implies that is the left eigenvector of corresponding
to the eigen-value 1.

Based on the stationary distribution of , one can evaluate the
desired performance measures. But first we need to show how
to derive the packet dropping probability .

B. Packet Dropping Probability and System Performance

Let denote the number of packets dropped at time . Using
(18), we can express as

(27)

which depends on , , and . We wish to find the sta-
tionary behavior of , as . Let us define

, where the existence of a stationary distribution

for the state pair was established in Section III-A4.
Since is stationary, the limiting distribution of exists as

. Letting , we have

(28)
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and . From (27), the stationary distri-
bution of exists and is given by

(29)

Using (24) and (29), the ensemble-average number of packets
dropped per time-unit can be calculated as (30), shown at the
bottom of the page, where the second equality follows because
the arrival process is independent of the queue and queue server
states. Based on (28) and (30), we can compute as

(31)

where to establish the second equality we prove in the Ap-
pendix (Theorem 2) that the time-average dropping probability
equals its ensemble-average counterpart.

With , and available, the performance measures in
terms of packet loss rate and average throughput are now
ready in (13) and (14), respectively.

Remark 1: The packet loss rate in (13) is obtained by cou-
pling the FSMC channel model with queuing analysis, with
each channel state having an average PER . Notice that each
individual packet may experience an instantaneous PER that
is quite different from . Taking this fact into account, one
can alternatively evaluate the packet loss rate as the ratio of
the time-average number of lost packets over the time-average
number of arriving packets, where the lost packets include both
dropped packets and erroneously received packets. The average
number of dropped packets is found in (30), while the average
number of erroneously received packets can be found following
a similar derivation. This alternative approach leads to the same

, thus verifying
(13). We omit the details for the lack of space.

C. ASE

Besides packet loss rate and average throughput, we are also
interested in the ASE of AMC when combined with queuing.
When , no sufficient packets are available for trans-

mission. Hence, the ASE of AMC in the presence of queuing
should be less than that of traditional AMC schemes assuming
always-available data [4], [9]. Specifically, given , , , , ,

, and , we can compute the ASE of AMC as (32), shown
at the bottom of the page, where is the spec-
tral efficiency given . In conventional AMC
schemes, the spectral efficiency for each transmission mode is
the number of transmitted bits per symbol [4], [9]. Taking into
account queuing effects, we express as

if
if . (33)

The ASE calculation for the AMC in (32) not only depends on
the channel state, but also on the queue state, which is different
from that of traditional AMC designs. We underscore that the
average ASE in(32) depends on various system parameters: ,

, , , , , , .
In summary, given a target packet error rate , Doppler

spread , average SNR , Nakagami parameter , system
resource parameter , queue length , packet arrival rate and
frame length , our performance analysis follows these steps.
1) Determine the boundary points of AMC by the

threshold searching algorithm.
2) Build the transition matrix in (12) for the channel, and

the queue server states.
3) Derive the recursion of the finite-length queue with AMC

as in (19)
4) Construct the FSMC transition matrix of the state pair

in (20), and compute its stationary distribution
as in (24).

5) Calculate the ensemble-average number of packets
dropped per time-unit as in (30), and the dropping
probability as in (31).

6) Compute the packet loss rate from (13), the average
throughput from (14), and the ASE of AMC from
(32).

Remark 2: The parameters , , , , , , , , can be
divided in two categories: i) the channel condition parameters,
which include , and ; and ii) the system design parame-
ters, which include , , , and . The parameters in the
first category are decided by the propagation environment, while
the parameters in the second category are controllable through
system design.

(30)

(32)
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IV. CROSS-LAYER DESIGN EXAMPLE

Given certain parameters , and , it is desirable to op-
timize system performance (here and ), through optimizing

, , , and , subject to practical constraints. Our per-
formance analysis in Section III provides a solid framework for
cross-layer optimization.

As a simple example, we can fix ( , , , ) and optimize
in AMC to minimize , which also maximizes as shown

in (14). Notice that affects in (13) in two different ways: It
directly controls the packet error rate over wireless links at the
physical layer and also indirectly affects the packet dropping
probability at the data link layer. Hence, a simple approach
is to numerically find the optimal (denoted by ) among
all possible choices, as we detail next.

Step 1) Compute from (13) for each , where
is the set of possible target PER values, e.g.,

.
Step 2) Determine the optimal as

(34)

These steps are repeated, each time the parameters are up-
dated. Notice that in Step 1 is affected by parameters at
the data link layer, namely and , through . Thus, the op-
timal at the physical layer in Step 2 takes into account the
data link layer characteristics. This simple example offers in-
deed a cross-layer design. As we will confirm by numerical re-
sults, such designs improve the system performance relative to
the case where is set “blindly” at the physical layer without
taking into account upper layers.

The original goal of introducing a layered structure is to
facilitate the implementation and management of complicated
communication systems. Therefore, in addition to performance
gain relative to separate-layer designs, practical cross-layer
designs should also minimize the system complexity as well
as the amount of cross-layer information exchange across the
layer interfaces. Our design fulfills this objective because of
the following.

1) only needs to be updated based on slow-varying
parameters, i.e., , , , , , and ;

2) Since is computed analytically, can be easily
obtained by numerical search via (34), which could be
simply realized by look-up tables in a practical imple-
mentation;

3) As thresholds corresponding to are deter-
mined at the physical layer, the required cross-layer infor-
mation is only and coming from the data link layer,
which can be afforded by practical systems; and

4) The proposed cross-layer design is compatible with ex-
isting separate-layer designs.

In a nutshell, our cross-layer design has low-complexity, re-
quires minimal cross-layer information exchange and is back-
ward compatible.

V. FURTHER ISSUES

A. Multiuser Scenario

So far, we only considered the single user case. Here we
present general guidelines on how to apply our single-user re-

sults in a multiuser setting. We consider a time division mul-
tiplexing/time division multiple access (TDM/TDMA) system,
where users are multiplexed to transmit in different time slots.
We consider the following two cases:

Case 1) (fixed scheduling): each user in this case is allo-
cated a fixed number of time slots after being ad-
mitted, as in GSM systems.

Case 2) (dynamic scheduling): the number of time slots
per user may vary during transmission, depending
on system variables such as channel states,
queuing status and the number of time slots oc-
cupied by other users. Examples of such systems
include the IEEE 802.15.3 WirelessPAN standard
[11], the IEEE 802.16 WirelessMAN standard
[3] and the 3G cellular systems with TDM mode
[1], where the scheduling or admission control
algorithms are not specified allowing for various
implementation options [24].

Our performance results and cross-layer design for the single
user case are directly applicable to the multiuser scenario in
Case 1. Depending on how many slots are allocated to each user,
one can figure out how many packets ( in Section III-A2) can
be transmitted per frame with an transmission mode.
For Case 2, scheduling algorithms and performance analysis in-
volving all users should be developed, which are interesting fu-
ture research topics. Our results in this paper can be applied to
develop novel scheduling algorithms, as we outline next.

The users admitted will be classified in two categories de-
pending on the quality-of-service (QoS): QoS-guaranteed and
best-effort [19]. For a QoS-guaranteed user , we first asso-
ciate time slots as in the fixed-scheduling case. Based on our
queuing analysis in Section III, we can derive the packet loss
rate and the average packet delay (see our preliminary results
in [13] for delay analysis); thus, determining the relationship
between QoS (loss and delay) and the number of time slots .
In order to guarantee the prescribed QoS for user , we allocate
the minimal value of , denoted by , time slots. The admis-
sion control should guarantee at any time,
where is the set of QoS-guaranteed user indices, and
is the total number of time slots per frame. This admission con-
trol policy guarantees QoS for all QoS-guaranteed users. For
the best-effort users in the system, there are no associated time
slots. To maximize system efficiency, we propose the following
scheduling policies.

1) For the QoS-guaranteed user , time slots are
reserved at any time.

2) The number of actually scheduled time slots for the
QoS-guaranteed user at time , depends on the data
availability in the queue, i.e.,

if

if (35)

where denotes the smallest integer not less than ;
is the queue state of user at the beginning of time

; and is the queuing server (channel) state of user
at time .

3) The total number of unused time slots ,
will then be shared by the best-effort users, to improve the
system efficiency.



1150 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 4, NO. 3, MAY 2005

These policies guarantee QoS for all QoS-guaranteed users,
while at the same time, they improve the overall system ef-
ficiency. For example, based on (35), if the queue is empty

, then user will not use any time slot since .
Those saved time slots will be shared by best-effort users. The
admission and scheduling policies for best-effort users shall
depend on the stationary behavior of . The complete
scheduler design is currently under investigation and results will
be reported elsewhere. In short, our preliminary discussion sug-
gests that our single-user results can be applied to multiuser sce-
narios.

B. Shadowing Effects

We adopted the Nakagami- channel model in Section II,
because it captures well the small-scale channel fading. Large-
scale channel variations, such as shadowing effects, may also be
included in our analysis, if e.g., we use the Nakagami-lognormal
model [22]. The level crossing rate in [22, eq. (8)] for Nakagami-
lognormal channels will then be used in Section II-C to establish
the channel state transition matrix.

VI. NUMERICAL RESULTS

In this section, we present numerical results based on our an-
alytical expressions developed in Section III. However, we also
verified the accuracy of queuing analysis by measuring the sta-
tionary distribution through simulations. We consider both TM1
and TM2 and set the packet length , with the PER
approximation parameters of (3) listed in Tables I and II. We as-
sume that the frame length is ms and for all test
cases.

Test Case 1 (The Dropping Probability Versus the Target
Packet Error Rate ): We fix the set of reference parameters
for TM1 as follows: average SNR dB ; Doppler fre-
quency Hz, i.e., ; Nakagami fading pa-
rameter ; queue length packets, and Poisson
arrival rate packets/time-unit. The corresponding ref-
erence parameters for TM2 are the same as in TM1 except that

dB. We plot the dependence of the dropping probability
on the target packet error rate for both TM1 and TM2 in

Fig. 7, where varies from to .
Fig. 7 reveals that decreases as increases, which jus-

tifies our intuition that relieving the error performance require-
ment at the physical layer increases the queuing service rate and,
thus, decreases at the data link layer.

Test Case 2 (The Packet Loss Rate Versus the Target Packet
Error Rate ): We plot as a function of in Fig. 8 for
TM1 and in Fig. 9 for TM2. For each curve, we modify only
one parameter from the reference parameters. We consider the
following parameters:

1) Poisson arrival rate (packets/time-unit);
2) Nakagami parameter ;
3) queue length packets;
4) Doppler frequency Hz, i.e., .

Comparing the curves in Figs. 8 and 9, we infer the following.

1) Reducing the arrival data rate via decreasing leads to
small and, thus, lowers ;

2) Improving channel quality via increasing reduces
packet reception errors; so, decreases;

Fig. 7. Dropping probability versus target packet error rate.

Fig. 8. Packet loss rate for TM1 (stars denote the minimum packet loss rate).

3) Increasing queue length decreases , which de-
creases ; and

4) A lower Doppler frequency leads to longer fading-
duration, which increases .

On each curve in Figs. 8 and 9, the minimum value of is
depicted by star; the corresponding is the solution of our
cross layer design in (34).

Test Case 3 (The Packet Loss Rate With Available Average
SNR ): Figs. 10 and 11 depict the packet loss rate with the
reference parameters at different for TM1 and TM2, respec-
tively. The minimum values of are again indicated by stars.
Comparing Fig. 10 with Fig. 11, we deduce that TM2 achieves
about 5–6 dB SNR gain relative to TM1 in terms of the system
performance , thanks to the coding advantage.

Test Cases 1, 2, and 3 illustrate the dependence of the system
performance , (as well as via (14)) on different parameters

, , , , and . This dependence is quantified by the
analytical procedure of Section III.

Fig. 7 in Test Case 1 illustrates how is affected when ad-
justing . However, the overall packet loss rate depends on
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Fig. 9. Packet loss rate for TM2 (stars denote the minimum packet loss rate).

Fig. 10. Packet loss rate with different SNR’s for TM1 (stars denote the
minimum packet loss rate).

both and [cf. (13)]; their joint effects on are shown by
Figs. 8–11, in Test Cases 2 and 3. From the shapes of those plots,
one can infer that dominates when has large values,
while dominates when has small values. This observa-
tion agrees with the intuition behind (13).

The stars on each curve in Figs. 8–11, show the optimal per-
formance corresponding to in our cross-layer design of
Section IV. The performance gain relative to the case where
is set “blindly” is quantified. For example, the minimal with

in Fig. 9 is less than 2 10 , which provides con-
siderable performance gain compared with 10 when
approaches .

Test Case 4 (The ASE of AMC): With ,
, and , the ASE of traditional AMC [4], [9] is de-

picted in Fig. 12 for both TM1 and TM2, with respect to dif-
ferent average SNR values . The ASE of AMC in the presence
of queuing with the reference parameters and
packets/time-unit are also plotted in Fig. 12 for both TM1 and
TM2.

Fig. 11. Packet loss rate with different SNR’s for TM2 (stars denote the
minimum packet loss rate).

Fig. 12. ASE of the AMC module.

Fig. 12 confirms that the ASE of AMC in the presence of
queuing is less than that of traditional AMC, which is based on
the assumption that data are continuously available for transmis-
sion. The reason for the spectral efficiency loss is precisely the
dynamic queuing behavior, which causes the queue to be empty
from time to time. Increasing the arrival rate improves the
average ASE; however, it may lead to larger packet dropping
probability and larger packet loss rate as demonstrated in Test
Case 2.

VII. CONCLUDING REMARKS AND FUTURE WORK

In this paper, we developed a general analytical procedure to
investigate the performance for transmissions over the wireless
link, where finite-length queuing at the data link layer is cou-
pled with AMC at the physical layer. We first characterized the
queuing service process provided by AMC and derived a recur-
sion for the queue state. Then we constructed an FSMC with a
state pair containing both the queue and the queue server states,
and computed its stationary distribution. The latter enabled us to
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obtain the packet loss rate, the average throughput and the ASE
of AMC. Guided by our performance analysis, we developed a
cross-layer design, which optimizes the target packet error rate

in AMC at the physical layer, to minimize the packet loss
rate and maximize the average throughput, when combined with
a finite-length queue at the data link layer. Our cross-layer de-
sign enjoys low-complexity, requires minimal cross-layer infor-
mation exchange and is compatible with existing separate-layer
designs.

Our focus in this paper has been on the single user case. Ap-
plication of our results to the development of efficient sched-
uling algorithms in multiuser scenarios is currently under inves-
tigation. Other possible research directions may include buffer
scheduling for queue-length , flow/congestion control for ar-
rival rate and framing/packing for frame-length . Further-
more, it is of interest to pursue cross-layer analysis and design
considering, e.g., 1) frequency-selective wireless channels; 2)
the automatic repeat request (ARQ) protocol adopted at the data
link layer; and 3) the transmission control protocol (TCP) that
is installed at the transport layer. [13].

APPENDIX

In order to prove existence of the stationary distribution of
the enlarged FSMC with the transition probability matrix in
(20), we need the following lemmas.

Lemma 1: The Markov chain of , where ,
is irreducible.

Proof: We need to show that there exists a multitransition
path with nonzero transition probability for each transition from

to , which is denoted by , for any
and [18, pp. 169]. We verify

the following cases.

1) for any , , because the individual
FSMC corresponding to the server state is irreducible
by (12).

2) . Based on (19), it follows that
, which has nonzero probability

for any . Because
from (i), each transition of the path from

to has nonzero probability from (22).
3) . Letting

, we infer that . Since with
in (11), we have from (22).

4) is the same as 2).

Based on 1)-4), we can find a multitransition path with nonzero
transition probability for each transition from to ,
i.e., .

Lemma 2: The Markov chain of , , is
homogeneous and positive recurrent.

Proof: Since the transition probability of the FSMC in
(12) is independent of , the Markov chain of is homo-
geneous [6, pp. 54]. Since the Markov chain has finite state
space , it is positive recurrent, because Lemma 1 and The-
orem 3.3 in [6, pp. 105] assert that the irreducible homogeneous
Markov Chain with finite state space is positive recurrent.

Based on Lemmas 1 and 2, we have that:
Theorem 1: The stationary distribution of the Markov

chain of , where , exists; is unique, and
.

Proof: Following Theorem 3.1 in [6, pp. 104], the propo-
sition is valid if and only if the Markov chain is irreducible, ho-
mogeneous, and positive recurrent, which has been verified in
Lemmas 1 and 2.

To verify the (31), we also establish:
Theorem 2: The time-average dropping probability equals

the ensemble-average dropping probability

(36)

Proof: From (29), we know that is a function of
, , , , and satisfies

(37)

because the number of dropping packets is less than per time-
unit. From (24), we have

(38)

Based on (38) and [6, Theorem 4.1 ], we obtain

(39)

for any initial distribution of . On the other hand, because
is a stationary process, we have

(40)

Based on (39) and (40), we obtain (36).
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